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ABSTRACT: Magnetic anisotropy is a key component in the design of single-
molecule magnets (SMMs) possessing a large barrier height for magnetization reversal.
Lanthanide-based SMMs are the most promising candidates in this arena as they offer
a large magnetic anisotropy due to the presence of strong spin—orbit coupling. Among
lanthanides, Er(III) complexes are gaining attention in the area of SMMs, because of
their intriguing magnetic properties and attractive blocking temperatures. Here, we
have undertaken detailed ab initio calculations on four structurally diverse Er(III)
SMMs to shed light on how the magnetic anisotropy is influenced by the role of
symmetry and structural distortions. The employed CASSCF+RASSI calculations have
offered rationale for the observed differences in the estimated U values for the
studied complexes and also offered hints to the mechanism of magnetic relaxation. The
differences in the mechanism of magnetic relaxations are further analyzed based on the
Er—ligand interactions, which is obtained by analyzing the charges, densities,
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luminescent behavior and the frontier molecular orbitals. Our calculations, for the first time, have highlighted the importance
of high symmetry environment and ligand donor strength in obtaining large U, values for the Er(III) complexes. We have
examined these possibilities by modeling several structures with variable coordination numbers and point group symmetry. These
results signify the need of a detailed understanding on the shape of the anisotropy and the point group symmetry in order to

achieve large U, values in Er(IIl) single-ion magnets.

1. INTRODUCTION

After the discovery of the first single-ion magnet [TbPc,]”
(where Pc,” = pthalocyanine dianion)," lanthanide based
complexes have gained momentum in the area of molecular
magnetism as they exhibit slow relaxation of magnetization at
low temperatures.”” Thanks to their unquenched orbital
angular momentum and inherent magnetic anisotropy, the
number of lanthanide-based single-molecule magnets (SMMs)
reported to-date is increasing e)q)onentially.ze’f’3 Beyond
fundamental interest, these molecules are also proposed to
have great deal of potential applications ranging from highly
dense information storage devices, Q-bits in quantum
computing, to spintronics devices. >4

Despite tremendous efforts on the synthesis of polynuclear
SMMs based on lanthanides, the SMM characteristics of many
polynuclear SMMs are single ion in origin.>*® An example that
illustrates this category is the report of {Dys} cluster exhibiting
a barrier height (U.) of 800 K, which originates from a single
Dy(Il) ion.® The presence of strong exchange-couplin
between lanthanides and transition metals’®” or radicals
generally leads to superior SMMs. Elegant examples to this
category are the reports of {Dy,Cr,} SMM and {TbN,*"}
complexes,””5%* showing blocking temperatures of 3.7 and 14
K, respectively.

The future success in the synthesis of new- generation
lanthanide SMMs relies heavily on a perceivable approach to
obtain symmetric structures and ways to control the quantum
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tunnelling of magnetization (QTM), which diminishes the
SMM behavior. In this regard, numerous mononuclear single-
jon magnets (SIMs) have been synthesized to gain clear
understanding on the QTM effects and the magnetic relaxation
phenomena. The most prolific example in this category is the
anisotropic Dy(III) ion, which holds the maximum number of
SMMs reported in the lanthanide series.’8>45%c472- o889
Lanthanide complexes possessing a half-integer ground state
(Kramers ions), are considered superior to non-Kramers ions
for the SMM behavior, and, thus, they are natural target for the
synthetic chemists.'® Apart from the choice of the metal ions,
the ligand design also plays an important role, as illustrated in
the case of [TbPc,]”, where a high-symmetry environment
leads to a large barrier height, even for a non-Kramers Tb(III)
ion. Recently, Long et al.>® reported a detailed description of
achieving large magnetic anisotropy in lanthanide-based
complexes and explored the importance of crystal field
environment in the lanthanide series. The elaborated concept
based on ligand field theory highlights the importance of the
ligand field environment (prolate/oblate shape'' of electron
cloud) in achieving larger U,g values. Besides, the lanthanide
SMMs also exhibit exquisite properties, such as luminescence,
when they combine with the apt ligands and this feature
expands its potential applications to other territories.”'>
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One of the challenging tasks in the area of lanthanides is to
find a way to characterize and understand the Stark levels."
Over the years, Chibotaru et al3¥SP67>94810144849 1,0
developed and employed the rigorous ab initio calculations to
shed light on this issue. In addition, they have offered a pseudo-
spin Hamiltonian approach to access the energies of Stark levels
and the associated anisotropy. This method has now been
adapted by several groups to verify the observed magnetic
properties™**"™7%!> "and has also been proved useful to
validate the magnetic anisotropy data obtained from EPR
measurement.”™ 161016217418 The majority of the lanthanide-
based SMMs reported to date contain oblate ions, such as
Dy(1I1), Tb(III), and Ho(III), while SMMs based on prolate
ions are rather limited in number. The Er(Ill) complexes are
the only ones known in the prolate series to exhibit SMM
characteristics."”'® This is rather intriguing as both type of the
ions, subject to the ligand design, have equal probability to
exhibit SMM characteristics.

Although strong L+S coupling has been advocated to
rationalize the preferred choice of the ions, the prolate type
ions such as Er(III) also possess strong L+S coupling, but the
observation of SMM characteristics in these ions is rather
17-818 Recently, Pablo et al.'” reported a mononuclear
Er(III) complex possessing a square antiprismatic coordination
environment with tris(2,2,6,6-tetramethyl-3,5-heptanedionato)
and mono (bathophenanthroline) ligands. This complex
exhibits slow relaxation of magnetization with a U value of
22.4 K in the presence of an applied external magnetic field of
0.05 T (field-induced SMM,*® fSMM). This complex also
shows luminescent properties in the near-infrared (NIR)
region. On the other hand, Gao et al. have reported a Er(III)
complex [Er(acac);(H,0),] that also possesses a square
antiprismatic coordination environment, but does not show
any SMM characteristics.”*”**' An elegant addition to this
array is the [ErCp*(COT)] complex, which is a natural SMM
(nSMM) with a blocking temperature (Tj) of ~5 K**** In a
similar context, Long et al. have recently reported a
mononuclear highly symmetric [Er(COT),]” complex,l7f and
this is, again, a nSMM with a U, value of 216 K and possesses
the second-largest T} value reported for any SMMs (10 K).
This is followed by a report of another complex, [Er-
(COT”),]~, which has trimethylsilyl (SiMe;) substituents at
the 1,4 positions and this is also a nSMM with U, = 187 K and
Ty = 8 K'°

The lack of SMM behavior in the majority of the Er(III)
complexes and the presence of large Ty values in some other
Er(III) complexes have attracted our attention. This illustrates
that ligand field design plays a crucial role for the observance of
SMM behavior in Er(IlI) complexes. To resolve some of the
intriguing questions in this area, here, we have modeled four
Er(IlI) complexes: [Er(thd);(bath)], where thd = (2,2,6,6-
tetramethyl-3,5-heptanedionate) and bath = bathophenanthro-
line (1); [Er(COT),]”, where COT= (cyclooctatetraenyl
dianion) (2); [Er(COT”),]”, where COT” = 1,4-bis-
(trimethylsilyl) cyclooctatetraenyl dianion (3), and [Er(COT)-
Cp*]~, where Cp* = pentamethylcyclopentadienide and COT
= cyclooctatetraenyl dianion (4). By modeling these four
structures, our objective is to answer the following intriguing
questions:

scarce.

(i) What are the origin of magnetic anisotropy and the

mechanism of magnetization relaxation in these SMMs?

(i) Why is one of them a field-induced SMM while the
others are zero-field SMMs?

(iii) What is the role of geometry and coordination number,
with regard to the U values?

2. COMPUTATIONAL DETAILS

Here, we have performed all the ab initio calculations using MOLCAS
7.8 suite.”* We have employed the [ANO-RCC?...7s6p4d2f1g.] basis
set for Er atoms, the [ANO-RCC...3s2p.] basis set for C atoms, the
[ANO-RCC...2s.] basis set for H atoms, the [ANO-RCC...3s2p1d.]
basis set for N atoms, the [ANO-RCC...4s3p.] basis set for Si atoms,
and the [ANO-RCC...3s2p1d.] basis set for O atoms. The ground-state
f-electron configuration for Er(Ill) is 4f'' and this yields a 411%2
multiplet as the ground state. First, we have performed CASSCF °
calculations with an active space of 11 active electrons in seven 4f
orbitals (11,7). With this active space, we have computed 35 quartets
as well 112 doublet states in the Configuration Interaction (CI)
procedure. After computing these excited states, we have mixed all 35
of these quartets and all 112 of these doublets using RASSI-SO*°
module to compute the spin—orbit coupled states. Furthermore, we
have taken these computed SO states into the SINGLE ANISO*
program to compute the g-tensors. The Er(IIl) ion has eight low-lying
Kramers doublets for which the anisotropic g-tensors have been
computed. The Cholesky decomposition for two electron integrals is
employed throughout our calculations. Using the SINGLE_ANISO
code, we have also extracted the crystal field parameters as
implemented in MOLCAS 7.8. The transition matrix elements are
computed using a MOLCAS routine provided by Prof. L. Chibotaru
(University of Leuven, Belgium).28 There are several reports on
Er(IIT) complexes that utilize the same methodology as the one above,
although there are some reports that emphasize the importance of
dynamic correlation to improve the description of magnetic
anisotropy.”**’ Structural optimization, Mulliken charges, and the
spin densities have been computed using DFT calculations employin%
the Gaussian 09 suite. Here, we have employed the B3LYP®
functional, along with the Cundari—Stevens double-{ polarization
basis set,®' for the Er(IIl) ions and the Ahlrichs triple-{ basis set** has
been employed for the rest of the atoms. Absorption spectrum has
been computed using time-dependent density functional (TD-DFT)
theory,®® as implemented in ORCA®** software suite. These
calculations also employ B3LYP functional along with the Ahlrichs
triple-{ basis set®? for all of the lighter elements. This calculation has
been performed incorporating solvation effects using Continuum
Super Conductor Model (COSMO) solvation model®® and employing
methanol as the solvent.

3. RESULTS AND DISCUSSION

Here, we have chosen four structures for our study: these are
labeled as complexes 1—4. Complex 1 consists of eight
coordinate Er(III) in square antiprismatic coordinating environ-
ment, composed of six O atoms from the three —thd ligands
and two N atoms from the —bath ligand (see Figure 1a). On
the other hand, the 2—4 sandwich complexes comprise COT
ligands where essentially the aromatic 7 orbitals are
coordinating to the metal ion. Complex 2 specifically has a
Cg principal axis of symmetry with the point group close to that
of Dy, (see Figure 1b). Complex 3 is structurally similar to 2
and it possesses two trimethylsilyl (SiMe,) substituent at the
1,4 positions of the COT ligands, which destroys the Cg-axis
(see Figure 1c). Complex 4 is also based on the COT ligand,
but it additionally possesses a Cp* ligand trans to COT (see
Figure 1d). Before we begin our discussion on the computed
magnetic anisotropy, we would like to ascertain confidence on
the computed parameters by simulating the magnetic
susceptibility for complexes 1—4, using CASSCF energies.
Although minor variations are visible (see Figure 2), generally,
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Table 1. Ab Initio Computed Principal Values of Ground-
State g-Tensors for All Four Complexes, along with the
Computed Barrier Height for Magnetization Reversal

a)

1 2 3 4
G 0.6742 0.0000 0.0000 0.0004
% 1.4119 0.0000 0.0000 0.0009
2. 14.8817 17.9439 17.9413 17.9214
AE (ecm™) 37.0 28047 247.1°¢ 164.5

“In these cases, the barrier heights are calculated between the ground
state and the second excited state, because the principal magnetization
axes of the ground start and first excited KDs are found to be collinear.

Since all the oxygen atoms carry a formal negative charge, the
Er—N bond direction is preferred for the g, vector orientation.
The computed NPA charges illustrate the above points that all
the oxygen atoms are found to possess an average negative
charge of —0.32 while nitrogen atoms possess an average
negative charge of —0.18 (see Table S3 in the Supporting
Information). Orientation of magnetic anisotropy as well as
magnetic moment computed has been found to minimize the
electrostatic energy (i.e., electrostatic repulsion between ligands
and electron density of the metals).*

To probe the mechanism of relaxation, data beyond the
ground-state KDs must be analyzed. The magnetic relaxation in
lanthanides is found to occur essentially because of three

Figure 1. Ab initio computed orientation of g-tensors of the ground-
state KDs for complexes (a) 1, (b) 2, (c) 3, and (d) 4. Color scheme:
green, Er; orange, Si; blue, N; red, O; and black, C. All the hydrogen
atoms are omitted for the sake of clarity.

the computed susceptibility reproduces the experimental data,
particularly both the shapes and minor differences in the room-

mperatur T val mon mplexes 1—4 are nicel . . . .
temperature J,, 1" values among complexes 4 are nicely factors, in the absence of intermolecular interactions: >’
reproduced.

For complex 1, the computed ground-state anisotropies are (i) via QTM between the grognd-state KDs, which occurs
G = 06742, g, = 14119, and g, = 14.8817; this is a rather due to large transverse anisotropy of the ground-state
axial set of anisotropy and lacks pure Ising nature (see Table 1 B KDS? _—
and Table S2 in the Supporting Information for details). All the (if) via the Orbach/Raman process™ which accounts for the
eight Kramers doublets (KDs) are found to span over an relaxation via the excited KDs and occurs essentially due
energy window of 325 cm™". The relative energies of the eight to the noncoincidence of the principal anisotropic axes;

low-lying KDs, along with the computed anisotropy, are given afld ) )
in Table 1 (also see Tables S1 and S2 and Figure S1 in the (iif) via thermally assisted QTM (TA-QTM), which accounts
for relaxation via the excited states due to the non-Ising

Supporting Information). The computed g,. orientation for the
PP & ) P 8= nature of the excited KDs.

ground-state KD in 1 is found to be directed toward one of the

—N donors of bathophenanthroline ligand and is tilte . ualitative mechanism of relaxation obtained from ab initio
N d f bathophenanthroline ligand and is tilted 25.8° litat h f relaxat btained fi b init
from the Er—N bond vector (see Figure 1a). The orientation of calculations for 1 is shown in Figure 3a. Here, the states are
the g, vector in this case is not surprising, since it has chosen to arranged according to the values of their magnetic moments.
align with the ligand possessing the least electrostatic repulsion. The number at each arrow connecting any two states is the
) 124 %),
o ATt () 1
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Figure 2. Experimental and ab initio computed molar magnetic susceptibility plots for complexes (a) 1 and 2 and (b) 3 and 4. The black hollow

circles, red hollow crossed circles, green hollow triangles, and blue hollow squares are the experimental magnetic susceptibility for complexes 1—4,
. . 17661922 T . M

respectively, extracted from the experimental plots. The solid lines corresponding to the same color code are the ab initio computed molar

magnetic susceptibilities. Note the intermolecular interaction zJ is taken as zero in these calculations.
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Figure 3. Ab initio computed magnetization blocking barrier for all complexes 1—4: (a) complex 1, (b) complex 2, (c) complex 3, and (d) complex
4. The thick black line indicates the Kramers doublets (KDs), as a function of magnetic moment. The dotted green lines show the possible pathway
of the Orbach process. The dotted blue lines show the most probable relaxation pathways for magnetization reversal. The dotted red lines represent
the presence of QTM/TA-QTM between the connecting pairs. The numbers provided at each arrow are the mean absolute value for the

. . o . 42
corresponding matrix element of transition magnetic moment.

mean absolute value of the matrix elements of the transition
magnetic moments between the corresponding states. For 1,
the computed g-tensors show significant transverse component
with (g, = 0.6742 , g, = 1.4119) in the ground state. This
clearly suggest that the major relaxation is likely to the be QTM
in the ground state. Our calculations also affirm this point as
shown in Figure 3a. The next excited KD is located at 37 cm™
and possesses much larger transverse anisotropy. The g, -axis in
this case is found to lie at the intersection of N and O donor
ligand and deviates from the ground-state KD by 20°. This
activates the Orbach/Raman relaxation via the first excited state
and as expected a significant magnetic moment matrix element
has also been observed for this process (see Figure 3a).*” Since
the transverse anisotropy of the first excited KD is large, this
also leads to a significant TA-QTM process, and this is also
reflected in the computed numbers.

The first excited KD in this complex is located at 37 cm™
(5324 K) higher from the ground state. Since the major
relaxation occurs via the first excited state, this gap of 37 cm™
between the ground state and the first excited state can be
taken as the U,g value, which can be further directly compared
to the reported experimental U, values."” Complex 1 exhibits
two relaxations in the AC susceptibility studies, where the first
one characterized to be a fast relaxation yields a barrier height
of 15.58 K, while the other is a slow relaxation with an effective
barrier height of 22.37 K.'” These two relaxations were
attributed to the presence of different conformation of the
methyl groups present in the —thd ligands or the presence of
two distinct but closely related crystallographic phases. To test
this hypothesis of conformational-dependent relaxation, we

1
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have modeled a complex from the X-ray structure of 1 (model
la) where these methyl groups are kept in eclipsed
conformations (see Figures S2 and S6 and Table S4 in the
Supporting Information for details). Our calculations on model
1a also yield exactly the same barrier heights, anisotropies, and
energy spectra, compared to the parent complex, and no
noticeable electronic differences are witnessed, which supports
the conclusion that methyl rotation has no influence on the
magnitude of U,g values. This illustrates that the methyl group
conformations are not strong enough to perturb the magnetic
anisotropy at the Er(III) center. Since methyl groups are not
directly attached to the Er(IIl) center, this is rather expected.
However, there are literature precedents where the orientations
of the H atoms present at the coordinating water molecules are
found to drastically influence the orientation of the g-tensors
and the magnetic relaxation.”® Thus, our rationale here is that
the observed slow relaxation could be due to TA-QTM/
Orbach/Raman process and thus can be compared to our
estimated U,g value of 53.24 K and the fast relaxation is likely
to be due to QTM. Other analysis such as conformational/
structural optimization with DFT also does not provide a
rationale for two relaxation phenomena observed™® (see Tables
SS and S6, and Figure S3, in the Supporting Information for
details).

For complex 2, the g, -axis is found to orient along the
principal Cg-axis, passing through the center of the COT ligand
(see Figure 1b), despite significant negative charges on the
carbon atoms (DFT calculations; see Table S7 in the
Supporting Information for details). Although the C,-axes
being perpendicular to the Cg are likely to be in the less
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Figure 4. (a) DFT computed a and § MOs representing the 4f-orbitals with their corresponding Eigen values for complexes 1 (left) and 2 (right).
DFT computed spin density plot for (b) 1 and (c) 2. The isodensity surface represented corresponds to a value of 0.005 e”/bohr®. The green and
yellow regions indicate the positive and negative spin densities, respectively.

repulsive direction, this would not preserve the overall
symmetry of the molecule and is not a unique axis of direction
for the anisotropy. This is also in accordance with previous
observations on similar higher symmetry structures, where the
anisotropy is found to align always along the principal axis of
symmetry, independent of the electrostatic repulsion.® Similar
situation is encountered also in complexes 3 and 4 (see Figures
3b and 3c). The energy spectra of the eight low-lying KDs in 2
and 3 are found to spread over a range of S00 cm™, which is
larger than that of complex 4 (ca. 325 cm™"). For complexes 2—
4, the computed g-tensors are of Ising type (see Table 1 and
Tables S8—S13, and Figure S4, in the Supporting Information)
with the g,, and g, values being essentially zero, whereas the g,
values exceed 17.92 in all of the cases. This reveals interesting
differences between complex 1 and complexes 2—4, where the
later set is found to be superior over complex 1. The computed
U values for complexes 2—4 are 403.5, 355.5, and 243.5 K,
respectively, and this is in agreement with the experimental data
(216, 187, and 197 K for 2, 3, and 4, respectively),zz’17C’f
although the computed values are overestimating the U
values. Discrepancy between computed and the experimental
values are expected as the computed values assume inherently
no QTM between the ground-state KDs and no intermolecular
interactions—these are conditions that are very stringent and
difficult to meet. Our calculated U, values are in good
agreement with the earlier reports.”> We would like to note
here that, although no magnetic field has been applied,
anisotropy field contribution to the effective magnetic field
causes the magnetic moment to be oriented along certain
crystallographic directions.*’

The computed QTM effect between the ground-state KDs in
all cases are found to be very small (see Figures 3b—d) with the
calculated matrix coefficients increasing in the following order:
2 < 3 < 4. Interestingly, the computed U, value has also been
found to decrease in the same order. For complexes 2 and 3,
the anisotropy axis of the ground-state KD is found to be
collinear with the first five excited KDs. (Note that the
deviations are found to be <2°;° also see Tables S9 and S11 in
the Supporting Information for details). This suggests that the

10839

relaxation, in principle, should happen via the sixth KD;
however, the my = +1/2 energy level is found to be stabilized as
the second excited state in both cases. This enforces relaxation
at this point via TA-QTM process as this possesses a significant
transverse anisotropy (see Figures 4b and 4c). Thus, the
presence of high symmetry leads to collinear magnetization axis
and suppress the magnetization relaxation via the first excited
level for complexes 2 and 3, although the absolute U.g value
that is computed varies from experimental observations.”¢*'*¢
On the other hand, in case of complexes 1 and 4, the
noncoincidence of the principal axes of magnetization of
ground-state and first excited KDs activates the magnetic
relaxation via first excited state KD (see Tables S2 and S13 in
the Supporting Information for details). This observed
difference in complex 4 is likely to be attributed to the lack
of a higher-order symmetry axis and to the fact that the
structure is rather bent, with an acute COT—Er—Cp* angle
(~170°). The presence of Cp* ligand in 4 causes larger
repulsion on the axial direction, and this results in stabilization
of low-magnitude m; orientations as the first excited state.
Besides, the first excited state is tilted, with respect to the
ground state, and this activates relaxation to be operative via the
first excited state.

To gain more insight into the mechanism of magnetic
relaxation, we have also computed the crystal field parameters.
Assuming that intermolecular and hyperfine interactions are
small or negligible, the probability of QTM between the
ground-state KDs is best described by the crystal field (CF)
parameters.”>*"5%%! The corresponding crystal field Hamil-
tonian is given as Hcp = B{Oj, where B{ is the crystal field
parameter while Of is the Steven’s operator. The QTM effects
are expected to be dominant in a system where the nonaxial Bf
(where k # 0, and g = 2, 4, 6) terms are larger than the axial B}
(where k = 0, and q = 2, 4, 6) terms. The computed CF
parameters for all four complexes 1—4 are given in Table S14 in
the Supporting Information. In the case of complex 1, a
significant transverse anisotropy has been observed (g, =
0.6742, g,, = 1.4119) for the ground state and this is reflected in
computed CF parameters, where the nonaxial B}, B3, B;*, and
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Figure S. Ab initio computed principal magnetization axes of all the model complexes from C.N.1 to C.N.2. Dashed blue lines shown in the figures
are calculated main magnetic of the ground-state Kramer doublet (1), while dashed red lines are main magnetic of the first excited state Kramer

doublet (2).

B; terms are significantly larger than the axial terms (B9, B, BY;
see Table S14 in the Supporting Information). The lack of
crystallographic symmetry and asymmetric CF interactions
leads to large transverse anisotropy, and this activates the
ground-state QTM effect, which destroys the SMM behavior.
The application of the magnetic field lifts the degeneracy of the
+m; levels leading to the suppression of QTM effect and
observation of field-induced SMM characteristics with two
relaxation phenomena. Although the applied magnetic field
reduces the ground-state QTM effects to a certain extent, other
relaxation processes are still dominant, leading to a very small
U, value for complex 1. On the other hand, the computed CF
parameters for complexes 2 and 3 reveal that axial terms are
relatively large for this set of complexes. Quite interestingly, the
axial BY , ¢ terms are found to decrease in the same order (2 > 3
> 4 > 1) as that of the computed U, value.

This is clearly correlated to the point group symmetry of
complexes 1—4. Particularly, the axial terms are found to be
more than an order of magnitude larger, compared to the
nonaxial terms for complexes 2 and 3, while complexes 1 and 4
possess significant nonaxial terms. It is noteworthy to mention
here that the B} parameters are vanishing in the presence of
high symmetry, and this opens up a viable way to control the
QTM by fine-tuning the local symmetry around the metal ions.

To further understand the role of CF parameters and the 4f-
ligand interactions, we have analyzed the 4f orbital energies,
charges, and spin densities obtained from DFT calculations.
Attention has been paid particularly to complexes 1 and 2. In 2,
all the carbon atoms are found to carry equal negative charge of
—0.12, whereas in 1, a positive charge exists on nitrogen atoms
and a significant negative charge is present on oxygen atoms
(see Tables S3 and S7 in the Supporting Information for
details). The computed spin density plots for 1 and 2 are
shown in Figures 4b and 4c. Interestingly, for complex 1, a
mixture of spin delocalization and polarization is detected with
predominant spin polarization on the nitrogen donor atoms.
For complex 2, a dominant spin delocalization with significant

spin densities on the 7-orbitals of the COT ligands has been
observed. Thus, the way the spins are propagated within these
two molecules are markedly different. This is in fact attributed
to the difference in bonding between 1 and 2. The computed
MO diagram for the 4f orbitals along with their energies for 1
and 2 are shown in Figure 4a. In both complexes, the 4f a-
orbitals are found to split, but the interaction with the ligands is
particularly visible in complex 1. Of particular interest are the
four fB-orbitals energies where larger splitting is detected with
complex 2 than complex 1. Since the 4f S-orbital densities are
correlated to the ground-state my levels,>*® this splitting is
further analyzed. In complex 2, the COT o*-orbitals are found
to interact with the 4f fS-orbitals and the orbital ordering are
found to relate to the nature of the interaction with the o*-
orbitals and the number of nodal planes present in them. For
complex 1, however, the interactions are not very strong and
this might be related to the orbital energies and the ligand
donor abilities.

Apart from the SMM behavior, lanthanide complexes also
exhibit luminescence properties.”**>'* This is particularly true
for the Er(IlI) complexes, which exhibit characteristic features,
and these transitions reveal intrinsic details of magnetic
anisotropy,” as well as lanthanide—ligand bonding interactions.
Characteristic luminescence spectrum for complex 1 in diluted
methanol solution has been reported.'” Two peaks of
significance are observed: one at 289 nm and another at 342
nm.'® Furthermore, several ff transitions have also been
observed in the range of 400—700 nm. To gain insights into
these two particular intense transitions, we have performed
time-dependent DFT (TD-DFT) calculations on the organic
ligand backbone using ORCA suite of program, although this
method is very qualitative, the computed transitions are found
to be in agreement with the experimental results (for more
details, see the Supporting Information and, in particular,
Figure SS).

Role of Geometry and the Coordination Numbers on
the U4 Values: Building Highly Anisotropic SMMs. Since
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the effect of ligand field and the role of symmetry®>'*® on the

magnetic relaxation on Er(IIl)-based SIMs are already
established, here, we have taken one step forward to predict
the role of point group symmetry and the coordination number
on the computed magnetic anisotropy. To best of our
knowledge, there are no such quantitative studies reported in
the literature, where in silico fine tunings are attempted. There
are certainly two factors at play for the fine tuning of the
magnetic anisotropy. The first, being the electrostatic potential
of the ligands and its importance, has been discussed at length
for Dy(Ill) SMMs earlier.”>'*>* In this context, the ligand
field approach popularized by Long et al.>* must be mentioned,
since this is frequently used to rationalize the presence/absence
of SMM characteristics in lanthanide-based molecular magnets.
However, this approach inherently assumes the absence of
QTM/TA-QTM effects, which are found to be the major
relaxation mechanism for the lanthanide-based molecular
magnets.*’ The second factor at play here is the coordination
symmetry, where highly symmetric lanthanide complexes are
found to be superior in exhibiting SMM characteristics.
Although the importance of this factor in dictating SMM
characteristics has been realized earlier, the potential of this
effect on the magnetic relaxation has not been explored in
detail >*%'7f Interestingly, complex 2 shows the second-largest
Ty value for any SMM; however, the ligand field effects of the
COT ligands are ideally suited to enhance the SMM character
of oblate ions.'”" This suggests that perhaps controlling
symmetry in a given complex is more important than fine-
tuning the electrostatic potential of the ligands. This is clearly
manifested in the magnetic properties of complexes 3 and 4,
where the symmetry loss leads to a significant reduction in the
observed U, values. Keeping this in mind, we have decided to
explore the role of coordination numbers on the magnetic
anisotropy, and this has been done by modeling structures with
varying coordination numbers, from 1 to 12. All of the model
structures are generated also by maintaining the closest higher-
order symmetry to achieve large U, values. For this purpose,
we have chosen [Er(OH),]™* models where the Er—O
distances are kept at 2.3 A, the O—H bond distances are
fixed at 1 A, and the Er—O—H bond angle(s) are fixed at 180°
to preserve the symmetry for all of the models. We would like
to note here that the models considered here are fictitious and
are employed here only to probe the role of symmetry and
coordination number; however, the linear coordination tested
here might be achievable with ligands such as cyanides.*
Models studied here are shown in Figure S, along with the
computed g, anisotropy axis and the energies of low-lying eight
KDs for model complexes from C.N.1 to C.N.12 are provided
in the Supporting Information (see Table S16).

The following points emerge from our predictions:

(i) The CN.1 and CN.2 (C,, and D) models do not
possess any equatorial ligation, because of which the m; = +1/2
level becomes the ground state. This state has large transverse
anisotropy and therefore is unlikely to yield any SMM
character. This is contrary to what has been proposed for the
Dy(IlI) SMMs,'* and this is also well-reproduced in our
computational studies on Dy(III) model analogues (see the
Supporting Information for details).

(i) High symmetry such as Dy, and D, associated with
C.N.3 and C.N.4 offer a large magnetic anisotropy and possess
an Ising-type ground state with the g,, passing always through
the principal axis of symmetry. Because of the high symmetry,
the colinearity of the g, axis is maintained for all the eight KDs,

leading to a large U value measured as the gap between the
ground state and the highest excited state. However, as the
electrostatic potential on the —xy plane increases with
increasing coordination number, the Uy value for the C.N.4
model has been found to be higher, compared to the C.N.3
model (see the Table S16 in the Supporting Information for
details). Thus, our calculations predict a barrier height of nearly
1150 K for the four coordinate models with D,;, symmetry (see
Figure 5). Although low-coordination-number lanthanide
complexes are reported as early as in the 1990s,* the magnetic
properties have not been thoroughly measured. A recent report
by Tang et al. sheds light on this issue where the three-
coordinated Er(IlI) complex is found to be a superior SMM
with U,g = 120 K.*® This strongly supports our predictions.

(iii) The addition of more ligands is assumed to occur in the
axial direction for C.N.5—C.N.7. Since addition along the axial
direction is unfavorable for the prolate ions, this alters the m;
levels. For C.N.S, square pyramidal geometry and trigonal
bipyramidal geometries are modeled where square pyramidal
structure is found to yield larger U, compared to trigonal
bipyramidal Dy, structure. In the Dy, structure, the two axial
ligands destabilize the my = +15/2 states and lower my levels
become the ground state which bring forth a large transverse
anisotropy. A similar situation is encountered also for the C.N.6
and C.N.7 models (see Table S16 in the Supporting
Information), although for the C.N.7 model, large my is getting
stabilized, which leads to the expectation of moderate SMM
behavior for this structure. This is similar to the case reported
for Dy(Ill) complexes where Dg;, point group molecules are
predicted to be superior to the Oj, point group structure.*”

(iv) For C.N.8, a square antiprismatic structure with the Dy,
point group is assumed. Since all the ligands are nonaxial, the
prolate density faces repulsion only on the edges and this
certainly improves the magnetic behavior with m; = £15/2 and
my; = +£13/2 as the ground state and the first excited state,
respectively. However, the repulsion on the edges stabilizes m;
= +1/2 as the second excited state and this enforces relaxation
via this state and brings down the net Uy values. This
essentially yields an “M” shape energy level and a similar energy
pattern has been observed also for complex 2.

(v) Higher coordination number (i, >8) does not offer
significant improvement because the additional ligands occupy
the axial positions.

(vi) A similar model study has also been undertaken for
Dy(III) ion (see Figure S7 and Table S16 in the Supporting
Information) for comparison. Among all the models studied for
the Dy(III), the C.N.2 model (D, symmetry) is found to have
the largest effective barrier height (U, = 3035 K). This is due
to the collinearity of all the excited KDs, with respect to the
ground-state KDs. Remarkably, the CN 2 model of Er(III) does
not expect to exhibit any SMM behavior, because of the
absence of equatorial ligation, whereas the same model with
Dy(IlI) shows the largest effective barrier for magnetization
reversal. This difference observed is attributed to the nature of
f-electron density in both ions, i.e., prolate vs oblate for Dy(III)
and Er(Il) ions, respectively. (The energy barrier for
magnetization reversal in the [Er(OH),]” model complex is
shown in Figure 6; for a discussion of other Dy(III) models, see
the Supporting Information).

Overall, the model studies suggest that maintaining
symmetry is extremely important, because this yields a
complete collinearity of the principal magnetization axes
among all the KDs. This enhances the U value significantly.
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Figure 6. Energy barrier for magnetization reversal in [Er(OH),]”
model complex. The thick black line indicates the Kramers doublet
(KDs) as a function of the magnetic moment. The blue arrows show
the path for reorientation of magnetization.

However, higher symmetry does not always translate to higher
Uy values if the ligands occupy an axial direction. Thus,
achieving control over both the structure and symmetry is
important for future success.

4. CONCLUSIONS

Among the lanthanides, Er(III) complexes have been gaining
attention in recent years, because several of the single-molecule
magnets (SMMs) that have been reported are Er(III)-based
and they possess a larger barrier height for magnetization
reversal. Here, we have performed extensive ab initio
calculations on four Er(Ill) complexes in order to shed light
on the magnetic properties and the magnetic relaxation. The
conclusions derived from this work are summarized below.

(1) Among the four complexes chosen, complex 1 is a eight-
coordinated heterolyptic-O/N ligand-based Er(III) complex
that possesses a significant transverse anisotropy at the ground
state and the first excited state. This activates the QTM
mechanism for magnetic relaxation, and, thus, this complex
exhibits SMM behavior only in the presence of an applied field.
The reason for this behavior was attributed to a lack of higher-
order symmetry and coordination environment. Two relaxa-
tions observed experimentally in this complex are assigned to
the QTM and Orbach/TA-QTM/Raman processes.

(2) The high symmetry present in complex 2 leads to pure
Ising anisotropy for the ground state and the g, axis of the
ground state and the first excited states are found to be
collinear. This collinearity between the states leads to
suppression of relaxation via the first excited m; level and
magnetization relaxation is found to occur from the second
excited m; = +1/2 state. This leads to relatively larger U, and
Tp values for this complex. The bonding aspects and the
computed spin densities reveal that 1 and 2 are intrinsically
different both in the nature of the Er—ligand interaction and in
the shape of the Stark energy levels.

(3) Although a similar mechanism is operational for 3, this
complex possesses lower symmetry, compared to 2. This
reduces the ground-state—excited-state gap and, hence, the U
values. Larger structural distortion and the bent nature of the
COT—Er—Cp* angle in complex 4 enhances the asymmetric
environment, leading to stabilization of the m; = +1/2

orientation as the first excited state. This results in the further
reduction in the U, values, compared to complexes 2 and 3.
(4) Our detailed studies on model complexes of Er(IIl) by
varying the coordination number from 1 to 12 reveal that the
presence of ligand interaction on the equatorial plane and high
symmetry are the two favorable conditions to obtain large U
values. The absence of axial ligands is much more crucial than
symmetry conditions, because this activates the QTM effect by
stabilizing lower m; levels as the ground state or close-lying
excited state. Among all the tested models, a three-coordinated
D;;, model and a four-coordinated D,, model are found to
possess the largest barrier height, which is followed by a
moderate barrier height for models such as C,, (C.N.5), Dy,
(CN.7), and D,; (C.N.8) and lowest barrier height observed
for models such as D;, (C.N.11), D,; (C.N.10), D;, (C.N.9),
DSh (CNS), Oh (CN6), Oh (CNIZ), Dooh (CNZ) and Coov
(CN.1) (in the order of decreasing U,y values) . We believe
that these calculations might be a useful synthetic target for
experimentalists in the design of novel Er(Ill)-based SIMs.
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